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Simulation of protonic fluctuations in hydrated protein powders
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Protons migrating on the surface of weakly hydrated protein powders provide a percolating mesoscopic
system which exhibits charge fluctuations near room temperature. In this paper, we describe a simple numerical
model where the statistical redistribution of protons on a space distribution of identical side chains lying on a
spherical protein surface is varied by random ionization-recombination process to investigate the noise power
spectrum of the fluctuating dipole moment, the ergodicity of this system, and the occurrence of localized or
extended proton distributions. The case of lysozyme is considered to this end.
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I. INTRODUCTION

Protons migrating on the surface of weakly hydrated p
tein powders are relevant not only for protein function, b
also for providing a mesoscopic system with a dynami
behavior which exhibits cooperativity, as already review
elsewhere@1,2#. The proton fluctuations in the frequenc
range from 100 Hz to 1 MHz, studied in the laboratory@3#,
are especially important because they show that dielec
relaxation originates from proton displacements on perco
ing clusters of water molecules adsorbed on the protein
face. More recently@4#, the power spectrum of the dipol
moment fluctuations of a single macromolecule was eva
ated from dielectric data, and the high-frequency tail w
found to follow a 1/f a power law witha from 1.4 to 1.8.
These results require that the proton population must be t
perature independent, at least in the range from room t
perature to the glass temperature observed near 266 K@5#. Of
course, this is possible only in poorly hydrated powde
since here strong interactions between side chains are
sisted by the two-dimensional~2D! water layer bound to the
protein surface.

The ac part of the electric dipole moment of a protein
associated to different physical processes as it contains
tributions from rotational, vibrational, and ‘‘breathing
modes of the molecule. A further contribution in wat
comes from the dynamics of free protons on the protein s
face. In this paper, we shall investigate the statistical re
tribution of P semiclassical protons on a variable space d
tribution of S, identical side chains lying on the prote
surface, as a relevant contribution to the fluctuation spect
of the electric dipole of the globular protein. This is done
following a kinetic method@6# based on a population o
identical random walkers distributed over a network of co
nected sites. In this method, neighboring proton configu
tions are those that are reachable with a single-proton ju
to a free site. Here, we do not follow the proton paths on
protein surface, instead we consider the proton configura
as a sort of lattice gas or Ising spin model, where the oc
pation number or the spin value represents the presenc
1063-651X/2003/67~5!/051923~9!/$20.00 67 0519
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the absence of a proton in a given capture site at a givenpH
value. The algorithm does not include the fluctuations due
migrating ions distributed around the ionizable side cha
nor the fluctuations of the protein’s backbone dipoles, sin
these processes are known@1,2# to contribute to the higher-
frequency tail of the processes involving migrating proto
The occupation probabilities at each lattice site satisfy a
of coupled Langevin equations and, according to Ref.@6#,
this suggests that the power spectrum of this occupa
probability has a power spectral density characterized b
white spectrum at low frequency and by a 1/f a power law at
higher frequencies. Indeed, we show at the end that p
ionization and recombination processes in which protons
treated as uncharged particles and the ionized side chain
empty sites is sufficient to explain qualitatively the occu
rence of the 1/f a power law.

Broadly speaking, we treat the hydrated protein surface
a protonic amorphous semiconductor, where protons are
nated and trapped by ionizable side chains and move on
hydrogen-bonded network provided by the nearby wa
molecules of the percolating cluster. This picture stems fr
previous studies, and here, to simulate this dynamical s
nario in view of a future quantum mechanical treatment,
assume also that each protonic charge is distributed on
ionizable side chain in ans state, thus moving from that sid
chain to the next empty one, thanks to the overlappins
states centered on these two side chains. We are not awa
theoretical studies of proton transfer between ionizable s
chains in poorly hydrated protein surfaces, and therefore
take the decay lengthL as a free parameter of the numeric
model and we use it to adjust the transfer rate of proton
the 2D water matrix, to explore the behavior of the mod
As we show below, the usable range ofL values is close to
the size of a few water molecules, andL controls the exten-
sion of the proton distribution. This is consistent withab
initio path integral simulation studies by Marxet al. @7# on
the nature of the hydrated excess proton in liquid wa
where the charged defects become delocalized over se
hydrogen bonds because of the quantum delocalization,
the rate of proton diffusion is determined by the therma
©2003 The American Physical Society23-1
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induced hydrogen-bond breaking in the second solva
shell. On the basis of this theoretical picture, it seems r
sonable to take a range ofL values nearL51.0 nm for the
charged defect migrating in the water layer adsorbed on
protein surface considered in this paper. Notice also that
simulate ionizable side chains as identical geometrical s
only, with no affinity towards protons, while in water solu
tion a strongpH dependence has been detected@8#. More-
over, again for computational convenience, a spherical mo
for the lysozyme macromolecule will be assumed, as alre
proposed by Smithet al. @9# in the time domain shorter tha
1 ns in their molecular dynamics study, where they neglec
the very low-frequency contribution arising from the migra
ing protons that we are interested in.

Section II describes the simulation algorithm, Sec. III p
forward some general considerations on the Monte C
~MC! simulation, Sec. IV defines the ergodicity measure t
we use in this paper, Sec. V reports the results of the si
lation runs, Sec. VI compares the numerical results with
actual measurements performed on weakly hydra
lysozyme, and we draw our conclusions in Sec. VII.

II. THE SIMULATION ALGORITHM

The simulation program starts by defining an array oS
capture sites randomly uniformly distributed over the prot
surface: the number of sites is fixed for a given simulat
run, and for each run we define a set ofm different site
configurations. In order to avoid unnatural clusterings
sites, we set from the start a minimum site distanceDmin , so
that the distance between any two sites is greater thanDmin .
The valueDmin50.4 nm has been chosen in this work, sin
Heringa and Argos@10# in their study of side chain cluster i
proteins found that half of the clusters display residue p
within 0.4–0.5 nm of each other. The artificial molecule
assumed to be fixed in space because the sample is a
crystalline powder, and the electrical dipole moment recei
no contribution from orientational motion. Afterwards th
transition probabilitiesl jk ~5 probability that a proton at site
k steps into sitej ) are calculated, according to the rule e
plained below.P protons (S.P) are distributed randomly
over theScapture sites and are allowed to step into the ot
sites according to the following rules:~a! the total transition
probabilitypk per MC step that the proton at sitek steps into
anyone of the free sites is calculated for all protons;~b! the
total transition probabilitiespk are normalized and the proto
that actually executes the step is drawn from the resul
distribution; ~c! the final sitej is drawn randomly from the
normalized distribution of thel jk’s that correspond to tran
sitions to free sites;~d! the dipole moment of the charg
distribution is computed along each coordinate axis and
stored on disk; the program returns to step~a! and loops until
the maximum number of Monte Carlo steps is reached.
whole procedure is repeated again for another random
figuration of capture sites, until the maximum number
capture site configurationsm is reached.

Since the true Hamiltonian of this complex physical sy
tem is not known, we can only surmise the dependence
the transition probabilitiesl jk on the actual physical param
05192
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eters of the system: here, we assume that the wave func
of the protons localized in the capture sites ares-state hydro-
genoid wave functions. Then, from the first-order perturb
tion theory, we know that the transition probability per un
time is proportional to the square of the matrix element o
perturbing Hamiltonian, and if we assume that this pertu
ing Hamiltonian is slowly varying and approximately pos
tion independent, each transition probabilityl jk is roughly
proportional to the square of the overlap integral of the wa
functions centered inj andk, and thus is a simple exponen
tial l jk'A exp(2Ljk /L), whereL jk is the distance betwee
the two sites, measured along the surface of the molec
The spectral density of each projection of the dipole mom
is computed and all the resulting spectral densities are a
aged together: this makes sense, since the molecule is
sumed to be ‘‘frozen’’ in space, as it is in polycrystallin
hydrated powders, but the configuration is random and ro
tionally invariant; moreover, the measured spectral densit
the average response of many such hydrated molecules

It is important to notice that we do not know how th
perturbing Hamiltonian compares to the localizing Ham
tonian, and therefore we do not know the actual transit
rate; this means that we must introduce still another par
eter in the simulation program, namely, the probabilityl0
that the proton configuration remains fixed. The probabi
l0 and the coefficientA set the time scale of the simulation

The computed dipole moment is defined by the centr
of the occupied sites, and since we do not actually know
permanent dipole moment, nor are we interested to eval
it, this means that the dc component of the spectral den
has no physical relevance.

In the simulation procedure, we set a realistic molec
size from the start~molecular radius51.5 nm andDmin
50.4 nm), and we fix the parametersA51 and l0510
~taken together these parameters set the overall time sca
the simulation!. Then the only remaining free parameters a
S, P, andL, and therefore we must adjust these parame
until the results of the simulation program reproduce the
perimental data, i.e., the slope of the observed spectral
sity a and the integrated dipole fluctuationxD

2 ,

xD
2 5E

f 1

f 2
x2~ f !d f'E

f 1

`

x2~ f !d f , ~1!

where x2( f ) is the average spectral density of the elect
dipole fluctuations, and (f 1 , f 2) is the frequency range~the
physical meaning ofxD

2 is discussed in Ref.@4#!. The spectral
density in Eq.~1! may be well approximated by a power la
x2( f )'A/ f a ~so that in practice the upper integration lim
does not matter much, because at very high frequency,
for a.1, the spectral density vanishes and the integrat
may be extended—at least formally—to infinity!. Then the
integrated dipole fluctuation may be approximated as
lows:

xD
2 'E

f 1

f 2 C

f a
d f5

C

12a
f 12au f 1

f 25
C

12a
~ f 2

12a2 f 1
12a!

'
C

a21
f 1

12a , ~2!
3-2
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SIMULATION OF PROTONIC FLUCTUATIONS IN . . . PHYSICAL REVIEW E67, 051923 ~2003!
and we see that it is very closely related to theC coefficient
in the power law

C

f 1
a21

'~a21!xD
2 , ~3!

so that the quantityC/(a21) can be used as a frequenc
independent estimator of the integrated fluctuation in a
given frequency band of the power-law fraction of the spe
trum. We see also that iff 0 is the crossover frequency tha
marks the transition between the low-frequency white no
region and the high-frequency power-law region, then
actual integrated fluctuation in the power-law region is

xD
2 ~ f 0!'

C

~a21! f 0
a21

, ~4!

and thus we takea, C, and f 0 as meaningful outputs from
the simulation; we also computexD

2 (0)—theintegrated fluc-
tuation for all frequencies but dc—as an estimator of t
total fluctuation~this includes the white noise plateau befo

FIG. 1. This figure shows the time evolution of thex component
of the electric dipole moment in one of the simulated molecules
run ~40, 4, 1.0! ~only the first 214 steps are shown!. The horizontal
coordinate is time in Monte Carlo steps and the vertical coordin
is the dipole intensity in debyes. Notice that in this run the signa
visibly non-Gaussian.

FIG. 2. Spectral density of the electrical dipole moment in r
~40, 4, 1.0! obtained as the average of all the spectral densities
thex, y, andz components of the dipole moment in all the subrun
D f is the frequency resolution in this simulation, and it is related
the Nyquist frequencyf N and to the number of samplesN by the
formula D f 52 f N /N; here N5217. The thick line at the center
shows a 1/f a fit which corresponds toa51.945.
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the power-law region!, and xD
2 ( f 0). The program provides

also some other interesting insights into the physics of
dipole fluctuation mechanism, in particular, it can be used
evaluate the ergodicity of the fluctuation process, as we sh
below.

III. GENERAL CONSIDERATIONS AND ESTIMATES

The structure of the MC program suggests some sim
scaling laws and straightforward relations between the M
data, that we wish to discuss in this section before moving
to the analysis of the MC data themselves.

If the protons were independent and any two proto
could visit the same site at the same time, then the spec
density would be proportional to the number of protonsP,
i.e., we should expect thatxD

2 }P. This is not so, because
even though protons do not have long range interactio
they behave like a lattice gas and cannot occupy the sa
site at the same time; therefore the ratioxD

2 /P, or also

n

te
s

of
.

FIG. 3. This figure shows the time evolution of thex component
of the electric dipole moment in one of the simulated molecules
run ~40, 8, 5.0! ~only the first 214 steps are shown!. The horizontal
coordinate is time in Monte Carlo steps and the vertical coordin
is the dipole intensity in debyes. Notice that in this run the signa
very nearly Gaussian, in sharp contrast with the signal shown
Fig. 1, and this is confirmed by careful statistical analysis of t
dipole signal.

FIG. 4. Spectral density of the electrical dipole moment in r
~40, 8, 5.0! obtained as the average of all the spectral densities
thex, y, andz components of the dipole moment in all the subrun
The thick line at the center shows a 1/f a fit which corresponds to
a51.944. Compare this figure with Fig. 2, and notice that in th
run the spectral density flattens at low frequency; this means
the lowest transition rate is higher than the frequency resolutionD f
of this plot.
3-3
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FIG. 5. Plot ofxD
2 (0)/P vs P for differentL ’s. The figure shows that the ac part of the total fluctuation behaves in a purely combina

way, as discussed in Sec. III. The inset shows the symbols used for differentL values~in nanometer!. Only theL50.1 nm data deviate from
the expected behavior: this is because the transition rates are too small and the number of MC events is insufficient; all the othe
are quite satisfactory.
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xD
2 (P)/xD

2 (P51) indicates the effective number of proton
enacting the charge rearrangement on the surface of the
ecule. Notice that if we assume that all transitions are equ
likely and protons act in uncorrelated way, then the num
of transitions per unit time should be proportional toP(S
2P) and thereforexD

2 }P(S2P), a simple combinatoria
rule.

An important feature of the experimentally observed 1f a

spectrum is that it spans several orders of magnitude, a
often the case with 1/f a spectra. The span of the power-la
region in the Monte Carlo simulation can be estimated
follows: if we assume that the distribution of transition pro
abilities l i j is randomly sampled by the population of pr
tons, then the total range of the power-law region is de
mined by min(lij) and max(lij). The value of max(lij) is
determined by the parameterDmin, while the value of
min(lij) is determined by the radius of the molecule and
L, and has a weaker dependence onDmin; the crossover
frequency f 0 defined above is just the average of min(lij)
calculated in the ensemble of simulated site configuratio
The average transition probability is found as follows: sin
the total surface of the idealized spherical molecule is 4pR0

2,
where R0 is the radius of the spherical molecule, there
on average an area 4pR0

2/S per capture site, which corres
ponds to a solid angle 4p/S52p(12cosu) and therefore
to a circle on the sphere with~angular! radius u
5arccos(122/S), and nearest-neighbor distancer'uR0
5R0 arccos(122/S), so that the average transition probab
ity is roughly proportional to exp(2r/L); these are only very
rough approximations, but they help in estimating the c
rectness of the procedure.

Finally, we note that in the case of the simple exponen
relaxation~Debye! following a sharp pulse, the average r
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laxation time can be estimated from the half width at h
maximum of the spectral density, which in this case is
straightforward Lorentzian curve, as it is well known@13#. In
our case the relaxation process is more complicated, ins
of a single Lorentzian we have a superposition of Lorentz
curves, but at low frequency—below the lowest transiti
rate—the spectrum can again be well approximated b
single Lorentzian and at very low frequency this flattens
to an almost white spectrum. We define an average relaxa
time t by ignoring all the complexities of the spectrum an
by fitting a single Lorentzian curve. In the previous par
graph, we have seen how the average transition probab
may be estimated neglecting all proton interactions: the
erage relaxation time that we have just defined is actual
much better estimator of the average transition probabi
inasmuch as it takes into account the excluded volume in
action between protons.

IV. ERGODICITY ESTIMATES

Sometimes protons are trapped in clusters of sites v
close to one other and jump only occasionally to sites t
are further away: in such cases, the behavior of the sys
is not ergodic for times shorter than the escape time.
order to study this nonergodicity, we have introduced
simple measure, similar to the one in Ref.@14#. Let p(n)
5$px(n),py(n),pz(n)% be the electric dipole vector at th
nth step, and let

p̄5
1

N (
k51

k5N

p~k! ~5!
3-4



th

mo-

SIMULATION OF PROTONIC FLUCTUATIONS IN . . . PHYSICAL REVIEW E67, 051923 ~2003!
be the average value ofp during one simulation run, whereN
is the total number of samples in the run, then we define
distance

d~n!5U1n (
k51

k5n

p~k!2p̄U ~6!

between the partial average (1/n)(k51
k5np(k) and the global

averagep̄. If the simulation starts from a given valuep1 then
05192
e d~n!5U1n S p11 (
k52

k5n

p~k!D 2p̄U
5U1n ~p12p̄!1

1

n S (
k52

k5n

p~k!2p̄DU. ~7!

Successive values ofs(n)5(1/n)(k52
k5np(k) are highly corre-

lated since the sum represents a random walk in dipole
ment space: if we assume thatp(n) is a white noise se-
quence, i.e.,^@p(n)2p̄#•@p(m)2p̄#&5sp

2dn,m , then the
average distance is
d̄~n!5K U 1

n
~p12p̄!1

1

n S (
k52

k5n

p~k!2p̄DU L ~8!

5
1

n KAup12p̄u212~p12p̄!•S (
k52

k5n

p~k!2p̄D 1U(
k52

k5n

p~k!2p̄U2L ~9!

'
1

n
AK up12p̄u212~p12p̄!•S (

k52

k5n

p~k!2p̄D 1U(
k52

k5n

p~k!2p̄U2L ~10!

5
1

n
A^up12p̄u2&1K U(

k52

k5n

p~k!2p̄U2L ~11!

5
1

n
A^up12p̄u2&1~n21!sp

2 ~12!

'A 1

n2
^up12p̄u2&1

1

n
sp

2, ~13!

FIG. 6. Plot ofdMS vs L for different P’s. The data gather around a common curve, and the ergodicity indicatordMS falls off sharply at
L'0.4 nm.
3-5
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FIG. 7. This figure shows~a! plot of the logarithm of the ergodicity indicator log10dMS vs the logarithm of the average relaxation tim
log10t ~discussed in Sec. III! and~b! plot of a vs log10t; the figure includes all the data discussed in Sec. VI. Each data point is filled
a gray level that identifies the corresponding value ofL ~gray level scale on the right!: notice that data points at differentL ’s cluster in
different regions of the two plots, and that there is a clear correlation among the three quantities.
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clear deviations from average~13! should indicate an intrin-
sic nonergodicity. In the following, we use the square dev
tion from the average,

dMS5 (
k51

k5N

^@d~n!2d̄~n!#2&, ~14!

as a measure of nonergodicity.

V. RESULTS OF THE NUMERICAL SIMULATION

We have performed an extensive series of simulation r
to explore the parameter space; in each run ten different
dom site configurations have been generated, and for e
site configuration we have taken 217 Monte Carlo steps, so
that each run corresponds to more than 220('106) Monte
05192
-

s
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Carlo steps. As already explained above, the paramete
each run are~1! the number of sitesS; ~2! the number of
protonsP; ~3! the exponential decay lengthL; ~4! and ~5!
the constantsA andl0 ~these last two parameters are close
related!, but to limit the complexity of the search we hav
decided to concentrate on the first three parameters, afte
first trials showed that the spectral slopea was only very
weakly dependent, if at all, onA andl. We have labeled the
runs by their (S,P,L) values, except for a few runs wher
we have also changedA and l0. The x, y, and z dipole
signals are recorded in a file, and at the end they can
analyzed with the usual analysis tools: in particular, they
tested for Gaussianity and they are used to compute the
dipole spectral density. Some of the signals happen to
strongly non-Gaussian; this is so because transitions are
and the dipole changes correspond to sharp steps. When
3-6
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FIG. 8. Plot ofa vs P for differentL ’s. The inset shows the symbols used for differentL values~in nanometer!. The apparent left-right
asymmetry is due to the uneven distribution of the values ofP sampled in the simulation runs.
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sitions are more frequent the signals have a smoother s
and the statistics is Gaussian, and when this happens
resulting spectral densities are meaningful also at the mi
scopic level. Indeed, the spectral density fully characteri
the statistics of a stochastic process only if it is Gauss
~see, e.g., Ref.@11#!, and there are examples of interesti
stochastic processes which have a 1/f power spectral density
while all the other statistics are very different from tho
observed in the laboratory~such as the process of Procacc
and Schuster described in Ref.@12#!. At the macroscopic
05192
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level all the dipole signals are always Gaussian because
result from the superposition of processes with finite va
ance and the central limit theorem applies.

Figures 1–4 show some of the signals and statistics
tained in some runs. Figures 2 and 4 show two spectral d
sities computed from the simulation data with a straightf
ward, unwindowed fast Fourier transform: the slope chan
at low frequency is due to the expected spectral whitenin
very low frequency, while the slope change at high frequen
is due to a slight amount of aliasing~in order to avoid alias-
jump,

FIG. 9. Plot of the crossover frequencyf 0 ~arbitrary units! vs P. The inset shows the symbols used for differentL values~in nanometers!.

As discussed in the text, at the end of Sec. II,f 0 corresponds to the lowest transition rate, i.e., to the longest proton path in a site-to-site
measured in units ofL.
3-7
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G. CARERI AND E. MILOTTI PHYSICAL REVIEW E67, 051923 ~2003!
ing, we oversample the electric dipole signal; the proced
is equivalent to a low pass filter, and what is left is a resid
aliasing that affects very weakly only the highest frequenc
and appears sometimes in the spectra as a slight upward
of the high-frequency tail!. The fits shown in the figures ar
not influenced by these different whitening trends beca
spectral information at very low and at very high frequenc
is discarded before the fit.

VI. SIMULATION OF THE LYSOZYME
MACROMOLECULE

To simulate the lysozyme macromolecule with the n
merical model described in the previous sections, we seS
540 and 1<P<39. Since we assume that the protons b
to all sites in the same way and we neglect direct interacti
among the protons themselves, the physical constants
factored out of the model and the transition probabilities
determined up to an undefined constant which incorpor
all of the underlying physics. The number of protonsP de-
pends on thepH of the of the water solution before lyo
philization, and in the lysozyme samples that have been s
ied experimentally so farP517 at pH510 andP527 at
pH53 ~see Ref.@15#!. The protons interact with one anoth

FIG. 10. Plot of the frequency-independent spectral density
timatorC/(a21) vsL for different values ofP ~see the discussion
at the end of Sec. II!. The curves bend upward and flatten for larg
values ofP.
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only indirectly, through an excluded volume effect~a proton
cannot jump to a site that is already occupied by anot
proton!: though indirect this interaction is quite powerful an
modifies significantly the straightforward combinatorial b
havior that expect from the simple considerations in Sec.
However, this modification shows up only in the power-la
region and we see in Fig. 5 that the integrated dipole fl
tuation x0

2(0) behaves just as expected on simple combi
torial grounds; we use this property of the system to ass
the quality of the Monte Carlo simulation, and since we fi
that only the set ofL50.1 nm runs display large deviation
we discard them from all the other analyses and future c
siderations~this is due to the extremely low values of th
transition probabilities which would require a much larg
number of Monte Carlo steps!.

The numerical model lends itself to tests and measu
ments that would be awkward or impossible in the labo
tory: in particular, it is possible to determine the ergodicity
the dynamics of the electric dipole moment in its configu
tion space at different values ofP and L. The ergodicity
measuredMS is plotted in Fig. 6, and there we see that t
data cluster around a common curve, i.e., they are indep
dent of P, and that the ergodicity measuredMS falls off
sharply and ergodicity sets in only for values ofL
.0.4 nm. The nonergodicity occurs at large average re
ation timest and corresponds to large values of the spec
indexa ~see Fig. 7!: this is easily understood, because wh
L is very short each proton remains strongly localized in
vicinity of the original site, the electric dipole moment di
plays only occasionally large fluctuations, and repeated tr
sitions between neighboring sites lead to a very small v
ance of the relaxation time, so that on the whole the dip
fluctuations roughly reproduce a simple Debye behavior.

The spectral index is markedly smaller than 2, and th
the system deviates from the simple Debye behavior,
large values ofL and extreme values ofP ~either close to 1
or close to 40! as shown in Figs. 8 and 7~b!. Lower values of
a usually imply a wider distribution of relaxation times@16#,
and a likely explanation may be that for larger values ofL
the distribution of relaxation times is indeed wider, exce
when there are many protons that reduce the actual num
of allowed single-proton jumps at each Monte Carlo step
similar explanation holds whenP is close toS, but applied to
holes instead of protons.

We conclude by saying that two different space distrib
tions of protons are possible, one localized at smallL and
one extended at largeL, with a smooth change between th
two when L corresponds to the size of about three wa
molecules.

The simulation program provides a wealth of other da
e.g., it yields both the crossover frequencyf 0 that marks the
transition between the white noise plateau and the power-
region ~see Fig. 9! and the frequency-independent estima
of the 1/f like fluctuations@Fig. 10; see also Eqs.~3! and~4!
and the related discussion at the end of Sec. II#.

VII. CONCLUSIONS

In this paper, we have introduced a semiclassical kine
model of the migration of protons on the surface of an id

s-
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SIMULATION OF PROTONIC FLUCTUATIONS IN . . . PHYSICAL REVIEW E67, 051923 ~2003!
alized protein molecule. We have studied in some detail
caseS540, because this is the best value to model
lysozyme macromolecule. We found that ergodicity holds
anyL>0.4 nm~about the size of one H2O molecule! for any
P. This is quite reasonable, since for smallL each proton
keeps close to its original site and the system evolves slo
and by jerks~from time to time, a proton suddenly jumps
a faraway site!. We have also investigated the fluctuations
the electrical dipole moment, and we have found that
spectral indexa is mostly insensitive toP in a wide range of
L values, and it is very close to the Debye valuea52, as
expected for a process involving a single relaxation tim
However, nearL51 nm the spectral index displays
change to lower values~especially at small or largeP),
pointing to a transition from a localized to a nonlocaliz
space distribution of protons; it is noteworthy that this va
of L corresponds approximately to the size of three wa
molecules, and this is close to the size of the hydrated p
tonic defect in bulk water evaluated theoretically by Ma
et al. @7#. Thus, each proton becomes actually delocaliz
over the whole protein surface for large values ofL, unless
there are many protons: in that case the proton populat
acts together as a whole and the spectral index incre
again near two. When the number of protons increases
more and nearly reachesS, the single particle behavior ap
re
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pears again, as the role of holes and protons is reversed
We have seen that the 1/f a noise observed in hydrate

protein powders in the 1 KHz–1 MHz frequency range@1,2#
can be explained by a purely statistical model of t
ionization-recombination processes. Power-law noises
ways appear in systems with memory and some form
scale invariance: in this case, the scale invariance is ass
ated to the distribution of capture sites and thus to the dis
bution of transition rates, while the memory is provided
the excluded volume effect. Thus, the occurrence of pow
law noise in these systems is largely independent from lo
microscopic features and forces, and depends only on st
tics. This, we believe, is the major result of this work.

One may wonder whether the shape of the probabi
density of the dipole signal has a biological relevance, ho
ever, we believe that it is premature to derive conclusions
biological interest from this work. The occurrence of tw
different states with different proton distributions, localize
and nonlocalized, should be relevant in enzymology beca
they also display different fluctuating dipole moment a
they entail a different proton contribution to the total pola
izability, and it is known that the environmental polarizab
ity is crucial in the electron transfer reactions catalyzed
enzymes@17#. Nearly dry samples of proteins embedded
membranes should be considered as meaningful examp
d

.A.
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